Formula Sheet for Mid 2, MTH 309. (To be completed, last updated, March 27, 2019)

Vector Space Axioms: Let V be a set on which the operations
of addition x +y and scalar multiplication ax are defined for
all x,y € V and scalar « € R. The set V' together with the
operations of addition and scalar multiplication is said to form
a vector space if the following axioms are satisfied:

Cl1. If x € V and « is a scalar, then ax € V'

C2. Ifx,yeV,thenx+yeV

Al. x+y=y+x

A2. (x+y)+z=x+(y+2)

A3. There exists an element 0 in V such that x + 0 = x for
ecachxeV

A4. For each x € V there exists an element —x € V such
that x + (—x) = 0.

A5. a(x+y)=ax+ay

A6. (a+ fB)x =ax+ fOx

AT7. (af)x = a(fx)

A8. Ix=x

Subspace: If S is a nonempty subset of a vector space V, and
S satisfies the conditions

(i) ax € S whenever x € S for any scalar «

(ii) x+y € S whenever x € S andy € S
then S is said to be a subspace of V.

Let vi,vq,--- ,v, be vectors in a vector space V. The set
{aqv1 + agvg 4+ - vy |, - -+, i, € R} is called the span of
V1, v, -+ , v, and is denoted by Span(vy,ve, -+ ,vy).

The vectors v1,v2, -+ ,v, in a vector space V are said to be
linearly independent if civ1 + cove + - - - ¢ v, = 0 implies that
all the scalars ¢y =cg =---=¢, =0.

Theorem 0.1. Let x1,Xs,- - ,X, be n vectors in R™ and let
X = (x1,X2, " ,X,). The vectors x1,Xa, - , X, will be lin-
early independent and span R™ if and only if X is nonsingular.

If vectors vy, v, -+ , v, are linearly independent and span V',
then vy, vs,--- ,v, form a basis for V and V has dimension n.
Theorem 0.2. If vectors vy,vs, -+ ,v, form a basis for V,

then any collection of (strictly) more than n vectors in V', is
linearly dependent.

Let {e1,e;} be the standard basis for R? and {uj,us} be
another ordered basis. U = (uj,us) is called the transition
matrix from {uy, us} to {e, ez}. If {vy, vo} is also an ordered
basis and V is the transition matrix from {vy, va} to {e1,es}.
Then the transition matrix from {vq,va} to {u,us} is U=V

The rank of a matrix A, denoted rank(A), is the number of
non-zero rows in the reduced echelon form of A. The dimen-
sion of the null space of a matrix is called the nullity of the
matrix.

Theorem 0.3. If A is an m X n matriz, then the rank of A
plus the nullity of A equals n.

e For an n x n matrix A = (a;;), p(A) = det(4 —

A1) is called the characteristic polynomial of A.
tr(A) = Y1 | ai; is called the trace of A.

Theorem 0.4. If A\, )Xo, .-+, A\, are the eigen-
values of A, then

)\1 . /\2 s >\n = p(O) = det(A) (01)

)\1+)\2+-~-+/\n:tr(A):Zaii (02)
=1

Theorem 0.5. Let A and B be two n X n matri-
ces. If there is a nonsingular matriz S such that
B = S"1AS, then A and B have the same char-
acteristic polynomial and the the same eigenval-
ues.

An n xn matrix A is said to be diagonalizable if
there exists a nonsingular matrix X and a diag-
onal matrix D such that X 'AX = D. We say
that X diagonalizes A.

Theorem 0.6. An n x n matriz A is diagonal-
izable if and only if A has n linearly independent
etgenvectors.

A mapping L from a vector space V' into a vector
space W is said to be a linear transformation if
for all v1,vo € V and all scalars «

(i) L(’Ul =+ ’Ug) = L(Ul) + L(Ug)
(ii) L(av1) = aL(v1)

Let L : V — W be a linear transformation. Let
Oy and Oy be the zero vectors in V' and W,
respectively. The kernel of L, denoted ker(L), is
defined by

ker(L) = {v € V|L(v) = Ow}

Let S be a subspace of V. The image of S, de-
noted L(S), is defined by

L(S) = {L(v)v € 5}

The image of the entire vector space, L(V), is
called the range of L.

Let L : R™ — R™ be a linear transformation. An
m x n matrix A is called the (standard) matrix
representation of A if

L(x) = Ax, x€R"

Theorem 0.7. For any linear transformation
L:R"™ — R™, L has an m X n matriz represen-
tation A. Moreover,

A= (L(e1),L(ez), -, L(en))

where €1, -+ ,en 18 the standard basis of R™.



